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ABSTRACT
In the present work the CFD modeling of cryogenydribgen releases in quiescent environment is
presented. Two tests from the series of experimpatformed in the ICESAFE facility at KIT
(Karlsruhe Institute for Technology) have been dated within the SUSANA project. During these
tests hydrogen at temperature of 37K and 36K anpregsure of 19 and 29 bars, respectively, is
released horizontally. The release at the nozztmisc and the modeling of the under-expanded jet
was performed using two different approaches: tvarEand Moodie approach and a modification of
the Ewan and Moodie approach (modified Ewan andd#dhat is introduced here and employs the
momentum balance to calculate the velocity in thdem-expanded jet. Using these approaches a
pseudo-diameter is calculated and this diameteseis as source boundary in the simulation.
Predictions are consistent with measurements ftr brperiments with both approaches. However,
the Ewan and Moodie approach seems to performrbette

1.0INTRODUCTION

One of the issues that hydrogen energy commungytdndeal with is the transportation and storage of
hydrogen in an efficient way. One method is to difyuhydrogen and to transport and store it at low
temperatures and high pressures. However, the fedoleamature of hydrogen raises safety concerns.
Little information was available for safety analysegarding release of liquid pressurized hydrogen
through small breaks until recently. In 2012 a eserof experiments [1] was performed by KIT
(Karlsruhe Institute for Technology), in order toréstigate the behavior of cryogenic jets through a
small break. Hydrogen distribution experiments mmition experiments were performed. For the un-
ignited jets a correlation was proposed for préalicthe axial hydrogen concentration dependent on
the nozzle diameters and the cryogenic reservaiditions. The proposed correlation can describe
satisfactory the axial hydrogen distribution cldeethe release before the jet buoyancy region. The
correlation was a least square data fit from thasueements with different reservoir conditions and
nozzle diameters. The measurements showed a lieadency when they were plotted against a
density-scaled distance.

In order to predict the jet behavior over the whdtenain CFD modeling can be employed. CFD
simulations have been proved a reasonably trudtwoand useful tool in predicting physical
phenomena, such as jet releases. Previous woiBsh@d shown the good predicting capabilities of
CFD tools for gas releases. In [4] simulation afgaurized hydrogen release was carried out and the
results were in good agreement with the measuremment

In the present study, carried out in the framewairthe SUSANA project [5] the CFD performance in
predicting cryogenic jet releases is examined.tRersimulations, the ADREA-HF CFD code is used
and the modeling strategy is based on the guides$b practices in nhumerical simulations [6] that is
developing within the SUSANA project.

Two tests from the KIT un-ignited jet experiments aimulated, IF 3000 and IF 3004 with mass flow
rates 0.00455 and 0.00802 kg/sec, respectivelyr@servoir pressure and temperature conditions are
19 bars, 37 K and 29 bars, 36 K for the IF 3000thedF 3004, respectively.



Two approaches were used to model the under-exgdajede the Ewan and Moodie [7] and a
modification of the Ewan and Moodie approach (medifEwan and Moodie) which is introduced
here and employs the momentum balance similare@iicth 87 approach [8], in order to calculate the
velocity at the notional nozzle.

The predicted hydrogen concentration at steadg sthing the jet centerline is compared with the
measured concentration. Predictions of both exparismare consistent with the measurements using
both approaches. However, the Ewan and Moodie apprexhibited better performance in both
experiments.

20EXPERIMENTAL DESCRIPTION

The experiments were performed inside a test chambéydrogen test site HYKA at KIT. The
dimensions of the chamber were 8 x 5.5 x 3.4 m. di@nber was large enough compared to the jet
region and it may be considered that it does affieetjet. Detailed description of the facility, the
instrumentation and the operation of cryogenicgétase experiments may be found in [1].

The hydrogen was released horizontally in quiesaémbsphere and the release was sonic. Prior to
the release the hydrogen was cooled down to lowpé¢eatures ranged from 34-65 K and it was
compressed under high pressures varied from 7-80 Aaseries of 26 experiments were performed to
investigate the hydrogen distribution, while a sgmf 11 experiments were performed to investigate
the hydrogen combustion.

For the hydrogen distribution investigation a nezzi 1 mm and 0.5 mm diameter was used in the test
series IF 3000 and in the test series IF 5000 emsely. In the present study the tests IF 300D I&n
3004 from the series IF 3000 were considered foukition. In IF 3000 test the pressure and the
temperature as they were measured upstream tleseeleere 19 bars and 37 K, respectively. These
conditions are referred to as the reservoir comutti The mass flow rate was measured to be equal to
0.00455 kg/s. In IF 3004 test the reservoir prasswas 29 bars, the reservoir temperature was 36 K
and the measured mass flow rate was 0.00802 kg/s.

According to the measured reservoir pressure angdeature conditions in both tests (IF 3000 and IF
3004) the hydrogen is in supercritical single phstage with high liquid-like densities (approxinigte
26 and 49 kg/th respectively calculated with the real gas equatiostate available in NIST [9]).

To measure the axial hydrogen concentration gaplgataking cylinders were placed along the jet
centerline at several diameter distances. At somgrtce from the source it was observed that
hydrogen concentration was inclined from the jajeirtory due to buoyancy, especially for small mass
flow rates. Those data points were omitted, in orte exclude this effect and indentify the
undisturbed axial concentration decay in cryoggeis. Therefore, there are available experimental
data up to 3 and 4 m downwind the nozzle for IFGBa0d IF 3004, respectively.

3.0SIMULATION SET UP
3.1 Governing equations

For the simulation performed the ADREA-HF CFD coslas used, which solves the conservation
equations for the mixture and the conservation ggudor the mass fraction of hydrogen. The set of
equations are:

9, U _ g 1)
ot 0o



apu aPUjUi oP 0 ou, 6uj
e B’ e L N R ke B B 2
a x| ox P [(“w‘)[ax > @)

] ] i

opu.H
dpH oy, :i(“ia_"'}rdp 3)

ot OX; ox; | Pr 0x dt

- Opu; |
m + p—Jql = i pD + h ﬂ (4)

ot OX; OX; X, ) 0

In the above equationpis the mixture density (kg/fn uis the velocity vector (m/s),P is the
pressure (Pa)g is the gravitational acceleration vector (fj/st, L., lLg are the laminar, turbulent

and effective viscosity respectively (kg/m/sr is the dimensionless turbulent Prandtl numti2rs
the molecular diffusivity of hydrogen to air t#s), A is the thermal conductivity (W/K/m), is the
dimensionless turbulent Schmidt numbét,is the enthalpy, angl is the mass fraction. Prandtl

number and Schmidt number are both set equal @ @ffe subscripts i, ] denotes the component i
and the Cartesian j coordinate, respectively.

The mixture density is calculated based on theitleasd mass fraction of each component in the
mixture:
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For the sum of all components’ mass fraction thiefdng relationship is applied:
Zqi =1 (6)

The reservoir conditions correspond to low tempgest and high pressures. Under such conditions
the hydrogen deviates from the ideal gas behaviberefore, during the simulations the Peng-
Robinson equation of state (EOS) for real gasesisied for the hydrogen. In Figure 1 the
compressibility factor (z) of hydrogen with respaxthe pressure at constant temperature equiéto t
reservoir temperature of each simulated test (F03hd IF 3004) is shown.
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Figure 1. The compressibility factor of hydrogemsies pressure at the reservoir temperatures af test
IF 3000 and IF 3004, as calculated using the Peastgiriton EOS.
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The compressibility factor was calculated by thioraf the density derived by the ideal EOS to the
density derived by Peng-Robinson EOS. Figure 1 shtbat at the reservoir pressures of the simulated
experiments (19 and 29 bars) the compressibilityofais way below unity; therefore, the ideal gas
assumption at nozzle conditions could lead to fedselts.

The reservoir density of hydrogen, that was deriwsidg the Peng-Robinson EOS is 29.13 and 51.22
kg/m?® for the IF 3000 and IF 3004, respectively, whick aot very different from the values that are
calculated using the NIST real gas equation oédtatnormal hydrogen, as in [1].

3.2 Numerical details

For the time integration of the conservation eaquratithe 1 order fully implicit scheme was used,
while for the convective terms the QUICK{®rder) numerical scheme was used. A constant CFL
number equal to 10 was imposed, in order to regtrecincrease of time step.

The west (behind the nozzle) and bottom domainsewell boundaries and no-slip condition was
imposed. The other boundaries were set as operdhdan. The constant pressure boundary condition
for the normal velocity is applied and zero gradigas imposed for the rest variables, except for
temperature and hydrogen mass fractifam which either a zero gradient boundary conditigas
applied if outflow occurs or a given value boundaondition (equal to the initial value) if inflow
occurs.

3.3 Sour ce modeling

The main challenge for the simulation was to catathe conditions (pressure and temperaturegat th
nozzle. With the help of the conservation of medateanenergy and assuming that the process is
reversible and adiabatic (isentropic process) tassflux at the nozzle can be derived by [10],

Pol E
m"=p,u,=p, 2J-—dP (7)
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wherem"- mass flux, kg/fis; p - density, kg/m U - velocity, m/s; P - pressure, Pa. The index n and
0 are for nozzle and reservoir conditions respebtivlhe real gas properties should be taken under
consideration in the above equation. If two-phas&litions prevail at nozzle, then the mixture dgnsi

is calculated with the help of the vapor qualitger mass fraction). The task is to find the maximu
mass flux, which corresponds to the chocked flohatTis to find the pressuRe such that then"is

the maximum. A previous study [10] regarding thigthodology showed very good agreement
between the calculated and the measured flow rasedoon NASA cryogenic critical flow data
[11,12].

The sonic velocity at the nozzle as estimated uiiegabove methodology [13] is equal to 451 and
718 m/sin IF 3000 and IF 3004, respectively. The mass ftate at the nozzle is known and equals
the measured mass flow rate upstream of the noaelfecting any pressure losses along the pipe.
Therefore, using the following equation the denseityhe real hydrogen at the nozzle can be derived,

m=p,u.A, (8)

where m- mass flow rate, kg/sA- area, m The discharge coefficient of the nozzle is assliegual
to 1.

The calculated density corresponds to a pair cfquee and temperature. To estimate the conditions a
the nozzle a pair of pressure and temperature b#leweservoir pressure and temperature following
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an isentropic path was sought that provides theutzted density. The entropy-temperature diagram
[14] for hydrogen was used for this process. It Vi@asd that in both experiments two-phase flow
occurs at the nozzle. For IF 3000 the temperatutheanozzle was estimated to be, approximately,
30.5 K and the pressure was the saturated preastiris temperature, i.e 8.7 bars. For the IF 30@4
temperature at the nozzle was estimated to bepzippaitely, 28 K and the pressure was the saturated
pressure at this temperature (5.7 bars).

In high-pressure releases an under-expandedfiniged close to the release point, which will réyid
expands to atmospheric pressure through a seriglsook. Several approaches have been proposed to
model the source of high pressure under-expandgith jerder to avoid the computationally expensive
grid resolution near the source. These approactiesdiice the notional nozzle (see Figure 2), where
the jet is expanded to atmospheric pressure. Applynass balance through the expansion area, the
diameter (pseudo-diameter) at the notional nozglecalculated. The velocity at the nozzle is
considered sonic and the velocity at the notiomaizte can be either assumed sonic or calculated by
the momentum balance.

In this work, in order to estimate the conditionstlie under-expanded jet two different approaches
were employed: the Ewan and Moodie approach anddification to that approach (modified Ewan
and Moodie approach) that is introduced here. Ewath Moodie [7] used the mass conservation
equation from the nozzle to the notional area (l8yeee Figure 2) similar to Birch 84 [15], in erd

to calculate the expanded area. The velocity at rtbéonal location is considered sonic, at
atmospheric pressure and with the same mass fleevasaat the nozzle (level 2). Ewan and Moodie
also suggested that the temperature at level I&isame as at level 2, based on experimental flata o
under-expanded air jets at pressure up to 20 bhesequations to calculate the velocity at levahd

the pseudo-source area are:

u, =Ry T, 9)
A =—t (10)
psUs

where Rg - the specific gas constant, J/kg/i; the adiabatic index] - the temperature, K. For the
adiabatic index of hydrogen the value 1.4 was used.
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Figure 2. Under-expanded jet from the reservoirglld) though the nozzle (level 2). The gas is
expanded to a notional location (level 3).

In the modified Ewan and Moodie approach it is anger assumed that the velocity at level 3 is
sonic. Instead in order to calculate the velocitylewel 3 the momentum conservation equation
through the expansion area is employed, similditoh 87 [8]. The assumptions that the pressure at
level 3 is reduced to ambient and that the tempezait level 3 is the same as at level 2 are medain
Therefore, equation (10) calculates the pseudoesaarea, and the velocity at level 3 is derived by:



u3:u2+&(Pz_ st (11)
m

Using both approaches, single phase release oatufe notional nozzle. Only gaseous hydrogen
exists, because the pressure is the ambient peessut the estimated temperature is above the
saturation temperature of hydrogen at this pressure

3.4 Computational Grid

The computational domain is 4.012 x 0.5 x 2 m arkl2 x 0.5 x 2 m for IF 3000 and IF 3004,
respectively. In the x-direction the domain waseedied 12 mm upwind the nozzle, while in the z-
direction the domain was extended equally abovesthuece and below it. Symmetry along the y-axis
was assumed. The centre of the source is placedoatlinates (0,0,1) in the domain. For the source
modelling a square solid area was considered wéh aqual to the pseudo-source area as calculated
using the approaches that are described in thdou®\paragraph. This solid area was set as inlet
boundary with boundary conditions the hydrogenticienditions. A parallelepiped box was placed
behind the source, in order to model the pipe. ddiks along the pipe were fully blocked. One cell
covered the symmetric (half) source area and expansatios equal to 1.05-1.12 were used
(refinement was imposed near the source). Smalhresipn ratios were set in an area close to the
source along x-and z-direction (1.05 and 1.09 retspy). In the x-direction, 0.1 m downwind the
source and up to the end of the domain an expanaianequal to 1.08 was applied. In the y-directio
the expansion ratio was constant equal to 1.12.ebBdgnt on the experiment and the approach
employed to calculate the pseudo-source area ttiesige varied, because the pseudo-source area was
different. In the simulation of the IF 3000 tese thrid consisted of 167 552 and 195 534 cells using
the Ewan and Moodie and the modified Ewan and M®agiproach, respectively. In the simulation of
the IF 3004 test the grid consisted of 136 320 B8 952 cells using the Ewan and Moodie and the
modified Ewan and Moodie approach, respectivelgufé 3 shows the grid on the symmetry plane
and on the nozzle along the x-plane that was us#teisimulation of the IF 3000 test.

Figure 3. The grid that was used in the IF 300Qugtion using the Ewan and Moodie approach on
the symmetry plane (left), in a zoomed area clogbd release on the symmetry plane (centre) and on
the nozzle along the x-plane (right).

Two finer grids were tested for both experimentse Ewan and Moodie approach was applied for the
grid sensitivity study. In the first finer grid tweells were applied along the symmetric (half) seur
area of each experiment, while all other grid cbemastics (expansion ratio, refinement points)etc.
were the same as in the coarse grid case. It ¢cedsi$ 243 648 and 196 080 cells in IF 3000 and IF
3004, respectively. In the second finer grid onkk @avered the source area, but smaller expansion
ratios than in the coarse grid, varying from 1.0d91were applied in all directions. The total numbe
of cells was 349 596 and 255 255 in the IF 3000 1&13004, respectively. The computational results
showed no discrepancies (see Section 4.0), therettoe coarse grid can be considered that provides
grid independent results.



In general, for the simulation setup the “best ficas guidelines for CFD model evaluation” that éav
been developed within the SUSANA project [6] hawem applied. A grid sensitivity study was
performed. The boundary conditions were set asqz@p in the Model Protocol Evaluation (MEP),
and the source of the high-pressure release wasglatbdased on notional nozzle approach. Finally,
high order numerical scheme were applied, in or@eeduce the numerical diffusion.

40RESULTS

Figure 4 displays the comparison between the tldifferent grids that were tested for each
experiment. It is shown that the coarse grid usethis study leads to grid independent results. The
finer grid with one cell on the symmetric sourceeaarand the finer grid with two cells on the
symmetric source do not exhibit any significantcdipancy from the coarse grid. Therefore, the
coarse grid is used for the rest of the analysis.
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Figure 4. Comparison of the three different gridsdito perform the grid sensitivity study for tke |
3000 experiment (left) and the IF 3004 experimeghf).

Figure 5 and Figure 6 show the hydrogen conceatrdty volume (v/v) along the jet centerline and at
steady state in comparison with the measurement$-f8000 and IF 3004 experiment, respectively.

The predictions with both the Ewan and Moodie apphoand the modified Ewan and Moodie
approach are presented.
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Figure 5. The predicted and measured hydrogen atrati®n by volume (v/v) along the jet centreline
for the IF 3000 experiment.
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Figure 6. The predicted and measured hydrogen atrati®n by volume (v/v) along the jet centreline
for the IF 3004 experiment.

The predictions of the IF 3000 experiment tend Merepredict the concentration close to the nozzle
using both approaches, while they are in good ageee for the sensors after 1 m downwind the

release. The relative error at the closest to tirzle sensor is approximately 30% and 16% for the
Ewan and Moodie and the modified Ewan and Moodigr@gch, respectively. In general, the Ewan

and Moodie approach is in better agreement withnileasurements at all distances except for the
distances very close to the nozzle, where the neatiEwan and Moodie performs better.

In the IF 3004 both approaches under-predict theceatration at most distances downwind the
release. The Ewan and Moodie approach performerhigtn the modified Ewan and Moodie, which
underestimates more the hydrogen concentratiol @stances. The relative error of the resultsgsi
the Ewan and Moodie approach is about 16% at tbsest to the nozzle sensor, whilst at the further
distances (last three sensors) is varied from 3-:24%

In general, both approaches are consistent withntbasurements, however, the Ewan and Moodie
approach seems to perform better in both experisnent

5.0 CONCLUSIONS

CFD simulations of cryogenic hydrogen release basedhe cryogenic hydrogen jet experiments
carried out by KIT have been performed in this waikhin the SUSANA project. Two experiments
were chosen for simulation the IF 3000 and thedB43 These experiments are related to hydrogen
release though a 1 mm nozzle at temperature 3B@ndand pressure 19 and 29 bars, respectively.
The mass flow rate was measured during the expetimesing a mass flow meter and it was 0.0045
and 0.00802 kg/sec for the IF 3000 and IF 3004eetsvely. The simulation setup was based on the
Model Protocol Evaluation (MEP) for safety analysfshydrogen and fuel cell technologies that is
developing within the SUSANA project.

Two different approaches have been used to mo@elitfder-expanded jet: the Ewan and Moodie
approach and a modification of the Ewan and Moagieroach that has been considered in the present
work. In both approaches the mass balance betweenlenconditions and the conditions at the
notional nozzle was applied. The difference betwi#entwo approaches was that in the Ewan and
Moodie approach sonic velocity is considered atrtbgonal area, while in the modified Ewan and
Moodie approach the momentum balance through thareston area was used, in order to derive the
velocity at the notional nozzle. In both approactiestemperature at the notional nozzle is the same
as the temperature at the actual nozzle and tlssymeis the ambient pressure.



The main challenge was to estimate the nozzle tondi(temperature and pressure). To calculate the
nozzle conditions isentropic process was assumegkral pairs of temperatures and pressures along
an isentropic path, using the T-S diagram, weresicemed until the density at the nozzle was
obtained. The density corresponding to the nozzigperature-pressure conditions was derived by the
measured mass flow rate, the nozzle area and tleityeat the nozzle [13]. In both simulated
experiments two-phase flow was found at the nozdlewever, at the notional nozzle only vapor
phase flow occurred.

The predictions were consistent with the measurésniem both experiments and using both under-
expanded jet modeling approaches. However, the Earah Moodie approach exhibited better

performance than the modified Ewan and Moodie aggroin both experiments. Comparing the

performance of the simulations of the two experitsgthe least satisfactory agreement was found in
the computational results of the IF 3004 experimevitich had the higher mass flow rate. The

prediction underestimated the hydrogen concentratimost at all distances in the IF 3004.

In the future, simulations of more tests relate@drymgenic hydrogen jet experiments will give bette
insight on the performance of the CFD simulatioois dryogenic releases. Finally, the effect of the
condensation of ambient humidity on hydrogen disipercould also be investigated.
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